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Abstract

This document specifies Protocol Independent Multicast - Sparse Mode (PIM-SM). PIM-
SM is a multicast routing protocol that can use the underlying unicast routing information
base or a separate multicast-capable routing information base. It builds unidirectional
shared trees rooted at a Rendezvous Point (RP) per group, and optionally creates shortest-
path trees per source.

This document obsoletes RFC 2362, an Experimental version of PIM-SM.
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1. Introduction

This document specifies a protocol for efficiently routing multicast groups that may span
wide-area (and inter-domain) internets. This protocol is called Protocol Independent
Multicast - Sparse Mode (PIM-SM) because, although it may use the underlying unicast
routing to provide reerse-path information for multicast tree building, it is not dependent
on ary particular unicast routing protocol.

PIM-SM version 2 was originally specified in RFC 2117 and was revised in RFC 2362, both
Experimental RFCs. This document is intended to obsolete RFC 2362, to correct a number
of deficiencies that va been identified with the way PIM-SM was previously specified,

and to bring PIM-SM onto the IETF Standardadk. Asfar as pssible, this document
specifies the same protocol as RFC 2362 and oméyggis from the behavior intended by

RFC 2362 when the previously specified behavior was clearly incorrect. Routers
implemented according to the specification in this document will be able to interoperate
successfully with routers implemented according to RFC 2362.

2. Terminology

In this document, thedy words "MUST", "MUST NOT", "REQUIRED", "SHALL",

"SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and
"OPTIONAL" are to be interpreted as described in RFC 2119 [1] and indicate requirement
levels for compliant PIM-SM implementations.

2.1. Definitions
The following terms hae gecial significance for PIM-SM:

Rendezvous Point (RP):
An RP is a router that has been configured to be used as the root of the non-source-
specific distribution tree for a multicast group. Join messages fronvelectr a
group are sent teards the RPand data from senders is sent to the RP so that
recevers can disceer who the senders are and start to neeéaffic destined for the
group.

Designated Router (DR):
A shared-media LAN lik Bhernet may hae multiple PIM-SM routers connected to
it. A single one of these routers, the DR, will act on behalf of directly connected
hosts with respect to the PIM-SM protocél.single DR is elected per interface
(LAN or otherwise) using a simple election process.

MRIB
Multicast Routing Information Base. This is the multicast topology table, which is
typically derived from the unicast routing table, or routing protocols such as
Multiprotocol BGP (MBGP) that carry multicast-specific topology information. In
PIM-SM, the MRIB is used to decide where to send Join/Prune messages. A
secondary function of the MRIB is to provide routing metrics for destination
addresses; these metrics are used when sending and processing Assert messages.

RPF Neighbor
RPF stands for "Rerse Path Forarding”. TheRPF Neighbor of a router with
respect to an address is the neighbor that the MRIB indicates should be used to
forward packets to that address. In the case of a PIM-SM multicast group, the RPF
neighbor is the router that a Join message for that group would be directed to, in the
absence of modifying Assert state.
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TIB Tree Information Base. This is the collection of state at a PIM router that has been
created by receiving PIM Join/Prune messages, PIM Assert messages, and Internet
Group Management Protocol (IGMP) or Multicast Listener Disgo(MLD)
information from local hosts. It essentially stores the state of all multicast
distribution trees at that router.

MFIB MulticastForwarding Information Base. The TIB holds all the state that is
necessary to forward multicast packets at a roleweve, dthough this
specification defines forwarding in terms of the TIB, to actually forward packets
using the TIB is very inditient. Insteada real router implementation will normally
build an efficient MFIB from the TIB state to perform fawding. Hav this is done
is implementation-specific and is not discussed in this document.

Upstream
Towards the root of the tree. The root of tree may be either the source or the RP,
depending on the context.

Downstream
Away from the root of the tree.

GenlD
Generation ldentifieused to detect reboots.

PMBR
PIM Multicast Border Routefoining a PIM domain with another multicast domain.

2.2. Pseudocode Notation
We wse set notation in geral places in this specification.
A & B is the union of tw sets, A and B.
A © B isthe elements of set A that are not in set B.
NULL  is the empty set or list.
In addition, we use C-likg/ntax:
= denotes assignment of a variable.
== denotes comparison for equality.
# denotes a comparison for inequality.
Braces { and } are used for grouping.

3. PIM-SM Protocol Overview

This section provides arverview of PIM-SM behavior It is intended as an introduction to
how PIM-SM works, and it idfNOT definitive. For the definitve Pecification, see Section
4.

PIM relies on an underlying topology-gathering protocol to populate a routing table with
routes. Thigouting table is called the Multicast Routing Information Base (MRIB). The
routes in this table may be taken directly from the unicast routing table yandyebe

different and provided by a separate routing protocol such as MBGP [1§#rdRess of

how it is created, the primary role of the MRIB in the PIM protocol is to provide the next-
hop router along a multicast-capable path to each destination subnet. The MRIB is used to
determine the next-hop neighbor to whicly &M Join/Prune message is sent. Data flows
along the reerse path of the Join messages. Thus, in contrast to the unicast RIB, which
specifies the next hop that a data packet woulg ttaketto some subnet, the MRIB\gs
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reverse-path information and indicates the path that a multicast data packet wodidrtake
its origin subnet to the router that has the MRIB.

Like dl multicast routing protocols that implement the service model from RFC 1112 [3],
PIM-SM must be able to route data packets from sources toa@ecwithout either the

sources or recegrs knowing a priori of the existence of the others. This is essentially done
in three phases, although as senders andsees@nay come and go atyatime, all three
phases may occur simultaneously.

3.1. Phase One: RP Tee

In phase one, a multicast rea&iexpresses its interest in receiving traffic destined for a
multicast group.Typically, it does this using IGMP [2] or MLD [4], but other mechanisms
might also sem this purpose. One of the reeer's local routers is elected as the

Designated Router (DR) for that subnet. On receiving theveteexpression of interest,

the DR then sends a PIM Join messag&itds the RP for that multicast group. This Join
message is known as a (*,G) Join because it joins group G for all sources to that group. The
(*,G) Join trarels hop-by-hop twards the RP for the group, and in each router it passes
through, multicast tree state for group G is instantiated. Eventtradly*,G) Join either
reaches the RP or reaches a router that already has (*,G) Join state for that group. When
mary recevers join the group, their Join messagesveoge on he RP and form a

distribution tree for group G that is rooted at the RRis is known as the RP Tree (RPT),

and is also known as the shared tree because it is shared by all sources sending to that
group. Joirmessages are resent periodically so long as theseeoeinains in the group.
When all recaiers on a leaf-network lea the group, the DR will send a PIM (*,G) Prune
message twards the RP for that multicast group. Haxee if the Prune message is not sent
for ary reason, the state wilventually time out.

A multicast data sender just starts sending data destined for a multicast group. The sender’s
local router (DR) takes those data packets, unicast-encapsulates them, and sends them
directly to the RPThe RP receies these encapsulated data packets, decapsulates them, and
forwards them onto the shared tree. The packets thewfthilo (*,G) multicast tree state in

the routers on the RP Tree, being replicated wieethe RP Tree branches, andaually

reaching all the recegrs for that multicast group. The process of encapsulating data

packets to the RP is called registering, and the encapsulation packets are known as PIM
Register packets.

At the end of phase one, multicast traffic is flowing encapsulated to ffaadrfRen
natively over the RP tree to the multicast recs.

3.2. Phase To: Register-Stop
Register-encapsulation of data packets is inefficient foreéasons:

» Encapsulation and decapsulation may be radigtiexpensie qoerations for a router to
perform, depending on whether or not the router has appropriate hardware for these tasks.

« Traveling all the way to the RRnd then back down the shared tree may result in the
packets treeling a relatvely long distance to reach reweis that are close to the sender.
For some applications, this increased latgenc bandwidth consumption is undesirable.

Although Register-encapsulation may continue indefinifelythese reasons, the RP will
normally choose to switch to nati forwarding. © do this, when the RP recess a egster-
encapsulated data packet from source S on group G, it will normally initiate an (S,G)
source-specific Joinwards S. This Join messagevieis hop-by-hop twvards S,

instantiating (S,G) multicast tree state in the routers along the path. (S,G) multicast tree
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state is used only to forward packets for group G if those packets come from source S.
Eventually the Join message reachesafinet or a router that already has (S,G) multicast
tree state, and then packets from S start to fitdowing the (S,G) tree statevtards the

RP. These data packets may also reach routers with (*,G) state along thenzadls the

RP; if they do, they can shortcut onto the RP tree at this point.

While the RP is in the process of joining the source-specific tree for S, the data packets will
continue being encapsulated to the R¥hen packets from S also start toarmatively at

the RRPthe RP will be receiving tavcopies of each of these patk. Atthis point, the RP

starts to discard the encapsulatedycofthese packets, and it sends a Register-Stop
message back tosSDR to pevent the DR from unnecessarily encapsulating the packets.

At the end of phase 2, traffic will be flowing naty from S along a source-specific tree to
the RRand from there along the shared tree to the verei Wherehe two trees intersect,
traffic may transfer from the source-specific tree to the RP tree and/tisaking a long
detour via the RP.

Note that a sender may start sending before or after as@ep@ns the group, and thus
phase tw may happen before the shared tree to the vecisi built.

3.3. Phase Three: Shortest-Path riee

Although having the RP join backwards the source remes the encapsulatiorverhead,

it does not completely optimize the forwarding pathet mary recevers, the route via the

RP may inolve a $gnificant detour when compared with the shortest path from the source
to the receier.

To obtain lower latencies or more efficient bandwidth utilization, a router on the@esei

LAN, typically the DR, may optionally initiate a transfer from the shared tree to a source-
specific shortest-path tree (SPTp do this, it issues an (S,G) Jointards S. This

instantiates state in the routers along the path to S. Eventh@ljoin either reaches S's
subnet or reaches a router that already has (S,G) state. When this happens, data packets
from S start to flav following the (S,G) state until thgeach the receér.

At this point, the receer (or a router upstream of the rea) will be receiving tvo copies

of the data: one from the SPT and one from the.RNfen the first traffic starts to are

from the SPTthe DR or upstream router starts to drop the packets for G from S that arri

via the RP tree. In addition, it sends an (S,G) Prune messagrelsche RP This is

known as an (S,G,rpt) Prune. The Prune messaggsttzop-by-hop, instantiating state

along the path teards the RP indicating that traffic from S for G shouldTNg& forwarded

in this direction. The prune is propagated until it reaches the RP or a router that still needs
the traffic from S for other recess.

By now, the recerer will be receiving traffic from S along the shortest-path tree between the
recever and S. In addition, the RP is receiving the traffic from S, but this traffic is no longer
reaching the receér dong the RP tree. As far as the reeeis concerned, this is the final
distribution tree.

3.4. Source-Specific Joins

IGMPv3 permits a receér to join a group and specify that it only wants to reediaffic

for a group if that traffic comes from a particular source. If avecdoes this, and no

other receier on the LAN requires all the traffic for the group, then the DR may omit
performing a (*,G) join to set up the shared tree, and instead issue a source-specific (S,G)
join only.
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The range of multicast addresses from 232.0.0.0 to 232.255.255.255 is currently set aside
for source-specific multicast in IPv4or groups in this range, resers should only issue
source-specific IGMPv3 joins. If a PIM router raesia ron-source-specific join for a

group in this range, it should ignore it, as described in Section 4.8.

3.5. Source-Specific Prunes

IGMPv3 also permits a res&r to join a group and to specify that it only wants to rezei
traffic for a group if that traffidoes notome from a specific source or sources. In this
case, the DR will perform a (*,G) join as normal, but may combine this with an (S,G,rpt)
prune for each of the sources the regrailoes not wish to reces.

3.6. Multi-Access Transit LANS

The oserview so far has concerned itself with point-to-point transit links. Haweusing
multi-access LANs such as Ethernet for transit is not uncommon. This can cause
complications for three reasons:

« Two or more routers on the LAN may issue (*,G) Joins to different upstream routers on
the LAN because tlyehaveinconsistent MRIB entries garding hav to reach the RP.
Both paths on the RP tree will be set up, causimmgcpies of all the shared tree traffic
to appear on the LAN.

» Two o more routers on the LAN may issue (S,G) Joins to different upstream routers on
the LAN because tlyehaveinconsistent MRIB entries gerding hav to reach source S.
Both paths on the source-specific tree will be set up, causingppies of all the traffic
from S to appear on the LAN.

* A router on the LAN may issue a (*,G) Join to one upstream router on the LAN, and
another router on the LAN may issue an (S,G) Join to a different upstream router on the
same LAN. Traffic from S may reach the LANver both the RPT and the SPTi the
recever behind the downstream (*,G) router dogsasue an (S,G,rpt) prune, then this
condition would persist.

All of these problems are caused by there being more than one upstream router with join
state for the group or source-group p&hM does not preent such duplicate joins from
occurring; instead, when duplicate data packets appear on the LAN from different routers,
these routers notice this and then elect a single forwarfths election is performed using

PIM Assert messages, which resotie problem indvar of the upstream router that has

(S,G) state; qiif neither or both router has (S,G) state, then the problem is resohaadhin f

of the router with the best metric to the RP for RP trees, or the best metric to the source to
source-specific trees.

These Assert messages are also veddiy the downstream routers on the LAN, and these
cause subsequent Join messages to be sent to the upstream router that won the Assert.

3.7. RP Discovery

PIM-SM routers need to kmothe address of the RP for each group for whick Haee
(*,G) state. This address is obtained automatically (e.g., embedded-RP), through a
bootstrap mechanism, or through static configuration.

One dynamic way to do this is to use the Bootstrap Router (BSR) mechanism [11]. One
router in each PIM domain is elected the Bootstrap Router through a simple election
process. Althe routers in the domain that are configured to be candidates to be RPs
periodically unicast their candidato the BSR. From the candidates, the BSR picks an RP-
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set, and periodically announces this set in a Bootstrap message. Bootstrap messages are
flooded hop-by-hop throughout the domain until all routers in the domaim tkreoRP-Set.

To map a group to an RR router hashes the group address into the RP-set using an order-
preserving hash function (one that minimizes changes if the RP-Set changes). The resulting
RP is the one that it uses as the RP for that group.

4. Protocol Specification

The specification of PIM-SM is broken intovesal parts:

e Section 4.1 details the protocol state stored.

e Section 4.2 specifies the data packet forwarding rules.

» Section 4.3 specifies Designated Router (DR) election and the rules for sending and
processing Hello messages.

» Section 4.4 specifies the PIM Register generation and processing rules.

» Section 4.5 specifies the PIM Join/Prune generation and processing rules.

» Section 4.6 specifies the PIM Assert generation and processing rules.

e Section 4.7 specifies the RP disery mechanisms.

» The subset of PIM required to support Source-Specific Multicast, PIM-SSM, is described
in Section 4.8.

* PIM packet formats are specified in Section 4.9.

* A summary of PIM-SM timers and their default values v&gin Section 4.10.

» Appendix A in Section 10 specifies the PIM Multicast Border Router behavior.

4.1. PIM Protocol State

This section specifies all the protocol state that a PIM implementation should maintain in
order to function correctlyWe term this state th&ree Information Bas€TIB), as it holds

the state of all the multicast distribution trees at this rodtethis specification, we define
PIM mechanisms in terms of the TIB. Howee only a very simple implementation would
actually implement packet forwarding operations in terms of this state. Most
implementations will use this state to build a multicast forwarding table, which would then
be updated when the resmt state in the TIB changes.

Although we specify precisely the state to be kept, this does not mean that an
implementation of PIM-SM needs to hold the state in this form. This is actually an abstract
state definition, which is needed in order to specify the reutehiavior A PIM-SM
implementation is free to hold whate internal state it requires and will still be conformant
with this specification so long as it results in the same externally visible protocol behavior
as an abstract router that holds the following state.

We dvide TIB state into four sections:
** RP) state
State that maintains per-RP trees, for all groups served lgraRf.
(*,G) state
State that maintains the RP tree for G.
(S,G) state
State that maintains a source-specific tree for source S and group G.

(S,G,rpt) state
State that maintains source-specific information about source S on the RP tree for G.
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For example, if a source is being reead on the source-specific tree, it will normally
have keen pruned éthe RP tree. This prune state is (S,G,rpt) state.

The state that should be kept is describedvbeldf course, implementations will only
maintain state when it is retant to forwarding operations; for example, the "Nolnfo" state
might be assumed from the lack of other state information rather than being held explicitly.

4.1.1. GeneraPurpose State
A router holds the following non-group-specific state:
For each interface:
» Effective Override Interval
« Effectve Ropagation Delay
* Suppression state: One of {"Enable", "Disable"}
Neighbor State:
For each neighbor:
 Information from neighbos'Hello
* Neighbors GenliD.
* Neighbor Lveness Timer (NLT)
Designated Router (DR) State:
» Designated Routes’IP Address
* DR’s DR Riority

The Effectire Override Interval, the Effectie Rropagation Delay and the Interface
suppression state are described in Section 4.3.3. Designated Router state is described in

Section 4.3.

4.1.2. (*,*,RP)State
For every RR a router keeps the following state:

(*,*,RP) state:
For each interface:

PIM (*,*,RP) Join/Prune State:
o State: One of {"NoInfo" (NI), "Join" (J), "Prune-Pending" (PP)}
* Prune-Pending Timer (PPT)
+ Join/Prune Expiry Timer (ET)

Not interface specific:

Upstream (*,*,RP) Join/Prune State:
» State: One of {"NotJoined(*,*,RP)", "Joined(*,*,RP)"}

* Upstream Join/Prune Timer (JT)

» Last RPF Neighbor werds RP that was used

PIM (*,*,RP) Join/Prune state is the result of receiving PIM (*,*,RP) Join/Prune messages
on this interface and is specified in Section 4.5.1.

The upstream (*,*,RP) Join/Prune State reflects the state of the upstream (*,*,RP) state
machine described in Section 4.5.5.
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The upstream (*,*,RP) Join/Prune Timer is used to send out periodic Join(*,*,RP)
messages, and to@ride Prune(*,*,RP) messages from peers on an upstream LAN
interface.

The last RPF neighborwards the RP is stored because if the MRIB changes, then the RPF
neighbor tavards the RP may change. If it does so, then we need to trigger a new
Join(*,*,RP) to the n& upstream neighbor and a Prune(*,*,RP) to the old upstream
neighbor Similarly, if a router detects through a changed GenID in a Hello message that
the upstream neighbontards the RP has rebooted, then it should re-instantiate state by
sending a Join(*,*,RP). These mechanisms are specified in Section 4.5.5.

4.1.3. (*,G)State

For every group G, a router keeps the following state:

(*,G) state:
For each interface:

Local Membership:
State: One of {"Nolnfo", "Include"}

PIM (*,G) Join/Prune State:
» State: One of {"NoInfo" (NI), "Join" (J), "Prune-Pending" (PP)}
* Prune-Pending Timer (PPT)
+ Join/Prune Expiry Timer (ET)
(*,G) Assert Winner State
» State: One of {"Nolnfo" (NI), "I lost Assert" (L), "l won Assert"
(W)}
» Assert Timer (AT)
» Assert winnes IP Address (AssertWinner)
» Assert winnes Assert Metric (AssertWinnerMetric)
Not interface specific:
Upstream (*,G) Join/Prune State:
» State: One of {"NotJoined(*,G)", "Joined(*,G)"}
* Upstream Join/Prune Timer (JT)
* Last RP Used
* Last RPF Neighbor werds RP that was used

Local membership is the result of the local membership mechanism (such as IGMP or
MLD) running on that intedce. Itheed not be kept if this router is not the DR on that
interface unless this router won a (*,G) assert on this interface for this group, although
implementations may optionally keep this state in cagelibeome the DR or assert
winner. We recommend storing this information if possible, as it reduces latency
converging to stable operating conditions after a failure causing a change of DR. This
information is used by thei m i ncl ude(*, G macro described in Section 4.1.6.

PIM (*,G) Join/Prune state is the result of receiving PIM (*,G) Join/Prune messages on this
interface and is specified in Section 4.5.2. The state is used by the macros that calculate the
outgoing interface list in Section 4.1.6, and indleé nDesi r ed(*, G macro (defined in
Section 4.5.6) that is used in deciding whether a Join(*,G) should be sent upstream.
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(*,G) Assert Winner state is the result of sending or receiving (*,G) Assert messages on this
interface. ltis specified in Section 4.6.2.

The upstream (*,G) Join/Prune State reflects the state of the upstream (*,G) state machine
described in Section 4.5.6.

The upstream (*,G) Join/Prune Timer is used to send out periodic Join(*,G) messages, and
to override Prune(*,G) messages from peers on an upstream LAN interface.

The last RP used must be stored because if the RP-Set changes (Section 4.7), then state
must be torn down and rebuilt for groups whose RP changes.

The last RPF neighborwards the RP is stored because if the MRIB changes, then the RPF
neighbor tavards the RP may change. If it does so, then we need to trigger oim¢*,G)

to the nav upstream neighbor and a Prune(*,G) to the old upstream neigS8inaitarly, if a
router detects through a changed GenlID in a Hello message that the upstream neighbor
towards the RP has rebooted, then it should re-instantiate state by sending a Join(*,G).
These mechanisms are specified in Section 4.5.6.

4.1.4. (S,G)State
For every source/group pair (S,G), a router keeps the following state:
(S,G) state:
For each interface:

Local Membership:
State: One of {"Nolnfo", "Include"}

PIM (S,G) Join/Prune State:
» State: One of {"Nolnfo" (NI), "Join" (J), "Prune-Pending" (PP)}
* Prune-Pending Timer (PPT)
 Join/Prune Expiry Timer (ET)
(S,G) Assert Winner State
» State: One of {"Nolnfo" (NI), "I lost Assert" (L), "l won Assert"
(W)}
» Assert Timer (AT)
» Assert winnes IP Address (AssertWinner)
» Assert winnes Assert Metric (AssertWinnerMetric)
Not interface specific:
Upstream (S,G) Join/Prune State:
» State: One of {"NotJoined(S,G)", "Joined(S,G)"}
e Upstream (S,G) Join/Prune Timer (JT)
« Last RPF Neighbor teards S that was used
e SPThit (indicates (S,G) state is ag))
¢ (5,G) Keepalie Timer (KAT)

Additional (S,G) state at the DR:

* Regster state: One of {"Join" (J), "Prune" (P), "Join-Pending"
(JP), "Nolnfo" (NI)}

* Regster-Stop timer
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Additional (S,G) state at the RP:

* PMBR: the first PMBR to send a Register for this source with the
Border bit set.

Local membership is the result of the local source-specific membership mechanism (such as
IGMP version 3) running on that interface and specifying that this particular source should
be included. As stored here, this state is the resulting state aftes sifPv3

inconsistencies v keen resolgd. Itneed not be kept if this router is not the DR on that
interface unless this router won a (S,G) assert on this interface for this groupverovee
recommend storing this information if possible, as it reduces latemgerging to stable

operating conditions after a failure causing a change of DR. This information is used by the
pi mincl ude(S, G macro described in Section 4.1.6.

PIM (S,G) Join/Prune state is the result of receiving PIM (S,G) Join/Prune messages on this
interface and is specified in Section 4.5.2. The state is used by the macros that calculate the
outgoing interface list in Section 4.1.6, and indleé nDesi r ed( S, G macro (defined in
Section 4.5.7) that is used in deciding whether a Join(S,G) should be sent upstream.

(S,G) Assert Winner state is the result of sending or receiving (S,G) Assert messages on this
interface. ltis specified in Section 4.6.1.

The upstream (S,G) Join/Prune State reflects the state of the upstream (S,G) state machine
described in Section 4.5.7.

The upstream (S,G) Join/Prune Timer is used to send out periodic Join(S,G) messages, and
to override Prune(S,G) messages from peers on an upstream LAN interface.

The last RPF neighborwards S is stored because if the MRIB changes, then the RPF
neighbor tavards S may change. If it does so, then we need to triggev dome(S,G) to

the nev upstream neighbor and a Prune(S,G) to the old upstream neidhitmilarly, if the
router detects through a changed GenlID in a Hello message that the upstream neighbor
towards S has rebooted, then it should re-instantiate state by sending a Join(S,G). These
mechanisms are specified in Section 4.5.7.

The SPThit is used to indicate whether forwarding is taking place on the (S,G) Shortest Path
Tree (SPT) or on the (*,G) tred\ router can hee (S,G) state and still be forwarding on

(*,G) state during the interval when the source-specific tree is being constructed. When
SPThbit is FALSE, only (*,G) forwarding state is used to forward packets from S to G.

When SPThit is TRUE, both (*,G) and (S,G) forwarding state are used.

The (S,G) Keepale Timer is updated by data being forwarded using this (S,G) forwarding
state. Itis used to keep (S,G) statevalin the absence of explicit (S,G) Joins. Amongst
other things, this is necessary for the so-called "turnaround rules” — when the RP uses
(S,G) joins to stop encapsulation, and then (S,G) prunesvenpteaffic from

unnecessarily reaching the RP.

On a DR, the (S,G) Register State is used to keep track of whether to encapsulate data to the
RP on the Register Tunnel; the (S,G) Register-Stop timer travkiohg before
encapsulation begins again for aegi (S,G).

On an RPthe PMBR value must be cleared when the Keepdimer expires.

4.1.5. (S,G,pt) State

For every source/group pair (S,G) for which a router also has (*,G) state, it also keeps the
following state:

(S,G,rpt) state:
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For each interface:

Local Membership:
State: One of {"Nolnfo", "Exclude"}

PIM (S,G,rpt) Join/Prune State:
» State: One of {"Nolnfo", "Pruned”, "Prune-Pending"}
* Prune-Pending Timer (PPT)
+ Join/Prune Expiry Timer (ET)
Not interface specific:
Upstream (S,G,rpt) Join/Prune State:

» State: One of {"RPTNotJoined(G)", "NotPruned(S,G,rpt)",
"Pruned(S,G,rpt)"}

* Override Timer (OT)

Local membership is the result of the local source-specific membership mechanism (such as
IGMPv3) running on that interface and specifying that although there is (*,G) Include state,
this particular source should beckuded. Asstored here, this state is the resulting state

after aty IGMPv3 inconsistencies between LAN membengehaen resoled. Itneed not

be kept if this router is not the DR on that interface unless this router won a (*,G) assert on
this interface for this group. Hower, we recommend storing this information if possible,

as it reduces lategconverging to stable operating conditions after a failure causing a

change of DR. This information is used by fian excl ude( S, G macro described in
Section 4.1.6.

PIM (S,G,rpt) Join/Prune state is the result of receiving PIM (S,G,rpt) Join/Prune messages
on this interface and is specified in Section 4.5.4. The state is used by the macros that
calculate the outgoing interface list in Section 4.1.6, and in the rules for adding
Prune(S,G,rpt) messages to Join(*,G) messages specified in Section 4.5.8.

The upstream (S,G,rpt) Join/Prune state is used along with the Override Timer to send the
correct erride messages in response to Join/Prune messages sent by upstream peers on a
LAN. This state and behavior are specified in Section 4.5.9.

4.1.6. StatesSummarization Macros

Using this state, we define the following "macro” definitions, which we will use in the
descriptions of the state machines and pseudocode in the following sections.

The most important macros are those that define the outgoing interface list (or "olist") for
the rel@ant state. An olist can be "immediate" if it is built directly from the state of the
relevant type. For example, the immediate_olist(S,G) is the olist that would be built if the
router only had (S,G) state and no (*,G) or (S,G,rpt) state. In contrast, the "inherited" olist
inherits state from other type&or example, the inherited_olist(S,G) is the olist that is
relevant for forwarding a packet from S to G using both source-specific and group-specific
state.

There is no immediate_olist(S,G,rpt) as (S,G,rpt) stategdine gate; it remoes

interfaces in the (*,G) olist from the olist that is actually used to forwariictrafhe
inherited_olist(S,G,rpt) is therefore the olist that would be used for a packet from S to G
forwarding on the RP tree. Itis a strict subset of (immediate_olist(*,"sRP)
immediate_olist(*,G)).

Generally speaking, the inherited olists are used for forwarding, and the immediate_olists
are used to makdecisions about state maintenance.
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i mediate_olist(*,*, RP) =
joins(*,* RP)

imediate olist(*, G =
joins(*, G & piminclude(*, G o lost_assert(*, QG

imediate _olist(S, QG =
joins(S,G & piminclude(S,G o |ost_assert(S, QG

inherited olist(S, Grpt) =
(joins(*,*, RP(Q) & joins(*, G o prunes(S,Grpt) )
& ( piminclude(*, G o pimexclude(S, Q)
© ( lost_assert(*, G o |lost_assert(S,Grpt) )

inherited olist(S, G =

inherited olist(S, Grpt) &

joins(S, G & piminclude(S,G o |ost_assert(S, G
The macros pim_include(*,G) and pim_include(S,G) indicate the interfaces to which traffic
might be forwarded because of hosts that are local members on thacmtedotehat
normally only the DR cares about local membership, but when an assert happens, the assert
winner takes wer responsibility for forwarding traffic to local members thatéheequested
traffic on a group or source/group pair.

piminclude(*, G =

{ all interfaces |I such that:
( ( l_amDR( I ) AND |l ost_assert(*,G 1) == FALSE )
OR AssertWnner(*,GIl) == nme )

AND | ocal receiver_include(*,Gl) }

piminclude(S G =
{ all interfaces | such that:
( (I_amDR( I ) AND lost_assert(S,Gl) == FALSE )
OR AssertWnner(S,G1l) == nme )
AND | ocal receiver_include(S, Gl) }

pi m exclude(S, G =
{ all interfaces | such that:
( (I_amDR( I ) AND lost_assert(*,G 1) == FALSE )
OR AssertWnner(*,G 1) == nme )
AND | ocal receiver_exclude(S,Gl) }
The clause "local_reoar_include(S,G,1)" is true if the IGMP/MLD module or other local
membership mechanism has determined that local members on interface | desirgdo recei
traffic sent specifically by S to G. "local_res®i include(*,G,I)" is true if the IGMP/MLD
module or other local membership mechanism has determined that local members on
interface | desire to recad dl traffic sent to G (possibly excluding traffic from a specific set
of sources). "local_recedr exclude(S,G,l) is true if "local_reeer_include(*,G,)" is true
but none of the local members desire to reediaffic from S.

Fenneret d. Standardgrack [Fage 15]



RFC 4601 PIM-SM Specification February 2006

The set "joins(*,*,RP)" is the set of all interfaces on which the router haved¢&i,RP)
Joins:
joins(*,* RP) =
{ all interfaces | such that
DownstreamJPState(*,*, RP,1) is either Join or
Prune- Pendi ng }

DownstreamJPState(*,*,RP,|) is the state of the finite state machine in Section 4.5.1.
The set "joins(*,G)" is the set of all interfaces on which the router havedd&iG) Joins:

joins(*, G =
{ all interfaces | such that
DownstreamJPState(*,G 1) is either Join or Prune-
Pendi ng }

DownstreamJPState(*,G,1) is the state of the finite state machine in Section 4.5.2.
The set "joins(S,G)" is the set of all interfaces on which the router haga®(®iG) Joins:

joins(S, G =
{ all interfaces | such that
DownstreamJPState(S,G 1) is either Join or Prune-
Pendi ng }

DownstreamJPState(S,G,) is the state of the finite state machine in Section 4.5.3.

The set "prunes(S,G,rpt)" is the set of all interfaces on which the router hasd€t&)
joins and (S,G,rpt) prunes.
prunes(S, Grpt) =
{ all interfaces |I such that
DownstreamdPState(S, G rpt,l) is Prune or PruneTnp }

DownstreamJPState(S,G,rpt,l) is the state of the finite state machine in Section 4.5.4.

The set "lost_assert(*,G)" is the set of all interfaces on which the router hasddt&s)
joins but has lost a (*,G) assert. The macro lost_assert(*,G,l) is defined in Section 4.6.5.
| ost _assert(*, G =

{ all interfaces |I such that

| ost _assert(*,G 1) == TRUE }

The set "lost_assert(S,G,rpt)" is the set of all interfaces on which the router heedrecei
(*,G) joins but has lost an (S,G) assert. The macro lost_assert(S,G,rpt,l) is defined in
Section 4.6.5.

| ost _assert (S, Grpt) =
{ all interfaces |I such that
| ost _assert(S, Grpt,l) == TRUE }
The set "lost_assert(S,G)" is the set of all interfaces on which the router haedré8£5)
joins but has lost an (S,G) assert. The macro lost_assert(S,G,l) is defined in Section 4.6.5.
| ost _assert (S, G =
{ all interfaces | such that
| ost _assert(S,GIl) == TRUE }

The following pseudocode macro definitions are also used ig phkaces in the
specification. BasicallyRPF’ is the RPF neighborw@rds an RP or source unless a PIM-
Assert has eerridden the normal choice of neighbor.
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nei ghbor RPF (*, G {
if (1 _AmAssert _Loser(*, G RPF_interface(RP(QG)) ) {
return AssertWnner(*, G RPF_interface(RP(Q) )
} else {
return NBR( RPF_interface(RP(GQ), MIB.next _hop( RP(GQ ) )
}

}

nei ghbor RPF (S, Grpt) {
if( | _AmAssert Loser(S, G RPF_interface(RP(Q) ) ) {
return AssertWnner(S, G RPF_interface(RP(Q) )
} else {
return RPF (*, G
}

}

nei ghbor RPF' (S, G {
if (1 _AmAssert Loser(S, G RPF_interface(S) )) {
return AssertWnner(S, G RPF_interface(S) )
} else {
return NBR( RPF_interface(S), MRIB.next_hop( S) )
}

}

RPF'(*,G) and RPF'(S,G) indicate the neighbor from which data packets should be coming
and to which joins should be sent on the RP tree andr&8lectrely.

RPF'(S,G,rpt) is basically RPF’(*,G) modified by the result of an Assert(S,G) on
RPF_interace(RP(G)). Irsuch a case, packets from S will be originating from a different
router than RPF'(*,G). If we only va active (*,G) Join state, we need to accept packets
from RPF'(S,G,rpt) and add a Prune(S,G,rpt) to the periodic Join(*,G) messages that we
send to RPF'(*,G) (see Section 4.5.8).

The functionVRI B. next _hop( S ) returns an address of the next-hop PIM neighbor
toward the host S, as indicated by the current MRIB. If S is directly adjacent, then

MRI B. next _hop( S ) returns NULL. At the RP for GyRI B. next _hop( RP( Q)
returns NULL.

The functionNBR( 1, A ) uses information gathered through PIM Hello messages to

map the IP address A of a directly connected PIM neighbor router on interface | to the
primary IP address of the same router (Section 4.3.4). The primary IP address of a neighbor
is the address that it uses as the source of its PIM Hello messages. Note that a aéighbor’
address may be non-unique within the PIM neighbor database due to scope issues. The
address must, hower, be unique amongst the addresses of all the PIM neighbors on a
specific interface.

I_Am_Assert_Loser(S, G, I) is true if the Assert state machine (in Section 4.6.1) for (S,G)
on Interface | is in "l am Assert Loser" state.

I_Am_Assert_Loser(*, G, I) is true if the Assert state machine (in Section 4.6.2) for (*,G)
on Interface | is in "l am Assert Loser" state.
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4.2. Data Packet Forwarding Rules
The PIM-SM packet forwarding rules are defined Welopseudocode.

i i f isthe incoming interface of the packet.

Sis the source address of the packet.

Gis the destination address of the packet (group address).

RP is the address of the Rendezvous Point for this group.

RPF_i nterface(S) is the interface the MRIB indicates would be used to route
packets to S.

RPF_i nt er f ace( RP) is the interface the MRIB indicates would be used to route
packets to RRexcept at the RP when it is the decapsulation interface (the "virtual"
interface on which register packets are nesbi

First, we restart (or start) the KeepaliTimer if the source is on a directly connected
subnet.

Second, we check to see if the SPThit should be set becawsenae’svitched from the
RP tree to the SPT.

Next, we check to see whether the packet should be accepted based on TIB state and the
interface that the packet ared on.

If the packet should be forwarded using (S,G) state, we then build an outgoing interface list
for the packt. If this list is not emptythen we restart the (S,G) state Keegaliimer.

If the packet should be forwarded using (*,*,RP) or (*,G) state, then we just build an
outgoing interface list for the pagk We dso check if we should initiate a switch to start
receiving this source on a shortest path tree.

Finally we remee the incoming interface from the outgoing interface listwweateated,
and if the resulting outgoing interface list is not empty forward the packet out of those
interfaces.
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On receipt of data from S to G on interface iif:
if( DirectlyConnected(S) == TRUE AND iif == RPF_interface(S) ) {
set KeepaliveTinmer(S, G to Keepalive Period
# Note: a register state transition or UpstreamJPState(S,G)
# transition may happen as a result of restarting
# KeepalveTimer, and must be dealt with here.

}

if( iif == RPF_interface(S) AND UpstreamJPState(S, G == Joi hed AND
inherited olist(S, G # NULL ) {
set KeepaliveTinmer(S,G to Keepalive Period

}

Update_SPThit (S, Giif)
oi flist = NULL

if( iif == RPF_interface(S) AND SPThit(S, G == TRUE ) {
oiflist = inherited_olist(S, G
} elseif( iif == RPF_interface(RP(G) AND SPThit(S, G == FALSE) {
oiflist = inherited olist(S, Grpt)
CheckSwi t chToSpt (S, G
} else {
# Note: RPF check failed
# Atransition in an Assert FSM may cause an Assert(S,G)
# or Assert(*,G) message to be sent out interface iif.
# See section 4.6 for details.
if ( SPThit(S,G == TRUE AND iif is in inherited_olist(S, G ) {
send Assert(S,G oniif
} else if ( SPThit(S,G == FALSE AND
iif is in inherited_olist(S Grpt) {
send Assert(*,G on iif

}
}
oiflist = oiflist eiif
forward packet on all interfaces in oiflist

This pseudocode employsvesal "macro” definitions:

Di rect| yConnect ed(S) is TRUE if the source S is onysubnet that is directly
connected to this router (or for packets originating on this router).

inherited olist(S, G andi nherited olist(S, Grpt) are definedin
Section 4.1.

Basically,i nherited_ol i st (S, G isthe outgoing interface list for packets forwarded
on (S,G) state, taking into account (*,*,RP) state, (*,G) state, asserts, etc.

i nherited_olist(S, G rpt) isthe outgoing interface list for packets forwarded on
** RP) or (*,G) state, taking into account (S,G,rpt) prune state, asserts, etc.

Update_SPThit(S,G,iif) is defined in Section 4.2.2.
CheckSwitchToSpt(S,G) is defined in Section 4.2.1.
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UpstreamJPState(S,G) is the state of the finite state machine in Section 4.5.7.
Keepalve_Period is defined in Section 4.10.

Data-triggered PIM-Assert messages sent from theealoowarding code should be rate-
limited in a implementation-dependent manner.

4.2.1. Last-HopSwitchover to the SPT

In Sparse-Mode PIM, last-hop routers join the shared tregds the RP Once traffic from
sources to joined groups aa$ at a Ast-hop routerit has the option of switching to regei
the traffic on a shortest path tree (SPT).

The decision for a router to switch to the SPT is controlled as follows:

voi d
CheckSwi t chToSpt (S, G {
if ( ( piminclude(*, G o pimexclude(S, G
& piminclude(S, G # NULL )
AND SwitchToSptDesired(S, G ) {
# Note: Restarting the KRAwill result in the SPT switch
set KeepaliveTinmer(S, G to Keepalive Period

}
}

SwitchToSptDesired(S,G) is a pglitunction that is implementation defined. An "infinite
threshold" polig can be implemented by making SwitchToSptDesired(S,G) return false all
the time. A "switch on first packet" policcan be implemented by making
SwitchToSptDesired(S,G) return true once a single packet has beemrddoethe source

and group.

4.2.2. Settingand Clearing the (S,G) SPThit

The (S,G) SPThit is used to distinguish whether to forward on (*,*,RP)/(*,G) or on (S,G)
state. Wherswitching from the RP tree to the source tree, there is a transition period when
data is arriving due to upstream (*,*,RP)/(*,G) state while upstream (S,G) state is being
established, during which time a router should continue to forward only on (*,*,RP)/(*,G)
state. Thigrevents temporary black-holes that would be caused by sending a
Prune(S,G,rpt) before the upstream (S,G) state has finished being established.

Thus, when a packet ares, the (S,G) SPThbit is updated as follows:

voi d
Update_SPThit (S, Giif) {
if (iif == RPF_interface(S)
AND Joi nDesired(S, G == TRUE
AND ( DirectlyConnected(S) == TRUE
OR RPF _interface(S) # RPF_interface(RP(GQ)
OR inherited olist(S, Grpt) == NULL
OR( ( RPRF (S, == RPF (*,G ) AND
( RPF' (S, G # NULL ) )
OR ( I _Am Assert_Loser (S, Giif) ) {
Set SPThit(S, G to TRUE
}
}

Additionally, a router can set SPThit(S,G) to TRUE in other cases, such as whenviésecei
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an Assert(S,G) on RPF_interface(S) (see Section 4.6.1).

Joi nDesi red( S, G is defined in Section 4.5.7 and indicates whether we ha
appropriate (S,G) Join state to wish to send a Join(S,G) upstream.

Basically Update_SPThit will set the SPThit if weveathe appropriate (S,G) join state, and
if the packet arvied on the correct upstream interface for S, and if one or more of the
following conditions applies:

1. Thesource is directly connected, in which case the switch to the SPT is a no-op.

2. TheRPF interface to S is different from the RPF interface to theTRE packet
arrived on RPF_interface(S), and so the SPT musehaen completed.

3. Noonewants the packet on the RP tree.

4. RPF'(S,GF=RPF'(*,G). In this case, the router willves be dle to tell if the SPT
has been completed, so it should just switch immediately.

In the case where the RPF interface is the same for the RP and for S, but RPF'(S,G) and
RPF'(*,G) differ, we wait for an Assert(S,G), which indicates that the upstream router with
(S,G) state beliess the SPT has been completed. Hoergitem (3) abwe is needed

because there may not beydiG) state to trigger an Assert(S,G) to happen.

The SPThit is cleared in the (S,G) upstream state machine (see Section 4.5.7) when
JoinDesired(S,G) becomes FALSE.

4.3. Designated Routers (DR) and Hello Messages

A shared-media LAN lik Bhernet may hae multiple PIM-SM routers connected to it. A
single one of these routers, the DR, will act on behalf of directly connected hosts with
respect to the PIM-SM protocol. Because the distinction between LANs and point-to-point
interfaces can sometimes be blurred, and because routers mayvalsahigast host
functionality, the PIM-SM specification makes no distinction between tloe hus,DR

election will happen on all interfaces, LAN or otherwise.

DR election is performed using Hello messages. Hello messages are also the way that
option negotiation takes place in PIM, so that additional functionality can be enabled, or
parameters tuned.

4.3.1. SendingHello Messages

PIM Hello messages are sent periodically on each PIM-enabledateerThg allow a

router to learn about the neighboring PIM routers on eachacterfHellomessages are

also the mechanism used to elect a Designated Router (DR), and to negotiate additional
capabilities. Arouter must record the Hello information reei from each PIM neighbor.

Hello messages MUST be sent on allazinterfaces, including physical point-to-point
links, and are multicast to the 'ALL-PIM-ROUTERS’ group address ('224.0.0.13’ for IPv4
and 'ff02::d’ for IPv6).

We rote that some implementations do not send Hello gessa int-to-
point interfaces. This is non-compliant behaviércompliant PIM router
MUST send Hello mesges, even on point-to-point interfaces.

A per-interface Hello Timer (HT(1)) is used to trigger sending Hello messages on each
active interface. WherPIM is enabled on an interface or a router first starts, the Hello
Timer of that interface is set to a random value between 0 and

Triggered_Hel | o_Del ay. This presents synchronization of Hello messages if
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multiple routers are powered on simultaneougfter the initial randomized interval, Hello
messages must be semery Hel | o_Per i od seconds. Thelello Timer should not be
reset except when it expires.

Note that neighbors will not accept Join/Prune or Assert messages from a router unless they
have first heard a Hello message from that rauférus, if a router needs to send a

Join/Prune or Assert message on an interface on which it has not yet sent a Hello message
with the currently configured IP address, then it MUST immediately send thanteiello
message without waiting for the Hello Timer to expire, followed by the Join/Prune or Assert
message.

The DR_Priority Option allows a network administrator teegireference to a particular
router in the DR election process by giving it a numerically larger DR Pridritg
DR_Priority Option SHOULD be included ivery Hello message ven if no DR Riority

is explicitly configured on that intexfe. Thids necessary because priority-based DR
election is only enabled when all neighbors on an interface advertise thatelapable of
using the DR_Priority Option. The default priority is 1.

The Generation_ldentifier (GenID) Option SHOULD be included in all Hello messages.

The GenlD option contains a randomly generated 32-bit value that is regenerated each time
PIM forwarding is started or restarted on the interface, including when the router itself
restarts. Whea Hello message with a meGenlID is receied from a neighbgrany dd

Hello information about that neighbor SHOULD be discarded and superseded by the
information from the n& Hello message. This may cause awimR to be diosen on that
interface.

The LAN Prune Delay Option SHOULD be included in all Hello messages sent on multi-
access LANs. This option advertises a rostempability to use values other than the
defaults for the Propagation_Delay and Override_Interval, which affect the setting of the
Prune-Pending, Upstream Join, and Override Timers (defined in Section 4.10).

The Address List Option advertises all the secondary addresses associated with the source
interface of the router originating the message. The option MUST be included in all Hello
messages if there are secondary addresses associated with the source interfadéland MA
omitted if no secondary addresses exist.

To dlow new a rebooting routers to learn of PIM neighbors quicldizen a Hello message

is receved from a n&v neighbor or a Hello message with a neGenlD is receied from an

existing neighbgra rew Hello message should be sent on this interface after a randomized
delay between 0 antt i gger ed_Hel | o_Del ay. This triggered message need not

change the timing of the scheduled periodic message. If a router needs to send a Join/Prune
to the n&v neighbor or send an Assert message in response to an Assert message from the
new neighbor before this randomized delay has expired, then it MUST immediately send

the releant Hello message without waiting for the Hello Timer to expire, followed by the
Join/Prune or Assert message. If it does not do this, thenwheeighbor will discard the
Join/Prune or Assert message.
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Before an interface goes down or changes primary IP address, a Hello message with a zero
HoldTime should be sent immediately (with the old IP address if the IP address changed).
This will cause PIM neighbors to rerm@this neighbor (or its old IP address) immediately.

After an interface has changed its IP address, it MUST send a Hello message with its new

IP address. If an interface changes one of its secondary IP addresses, a Hello message with
an updated Address_List option and a non-zero HoldTime should be sent immediaiely

will cause PIM neighbors to update this neighddst of secondary addresses immediately.

4.3.2. DRElection

When a PIM Hello message is raei on interface I, the following information about the
sending neighbor is recorded:

nei ghbor.interface
The interface on which the Hello messagevedti

nei ghbor . primary_i p_address
The IP address that the PIM neighbor used as the source address of the Hello
message.

nei ghbor. geni d
The Generation ID of the PIM neighbor.

nei ghbor.dr_priority
The DR Priority field of the PIM neighbgf it is present in the Hello message.

nei ghbor.dr_priority_present
A flag indicating if the DR Priority field was present in the Hello message.

nei ghbor. ti neout
A timer value to time out the neighbor state when it becomes stale, also known as
the Neighbor Lieness Timer.

The Neighbor L¥eness Timer (NLT(N,I)) is reset tdel | o_Hol dt i me (from
the Hello Holdtime option) whewrer a Hello message is resed containing a
Holdtime option, or tdef aul t _Hel | o_Hol dt i ne if the Hello message
does not contain the Holdtime option.

Neighbor state is deleted when the neighbor timeout expires.
The function for computing the DR on interface | is:
host
DR(1) {
dr = ne
for each nei ghbor on interface | {
if ( dr_is_better( neighbor, dr, | ) == TRUE ) {
dr = nei ghbor
}
}

return dr
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The function used for comparing DR "metrics" on interface | is:

bool
dr _is better(a,b, 1) {
if( there is a neighbor n on | for which n.dr_priority present
is false ) {
return a.primary_i p_address > b.primary_i p_address
} else {
return ( a.dr_priority > b.dr_priority ) OR
( a.dr_priority == b.dr_priority AND
a.primary_ip_address > b.primary_i p_address )

}
The trivial functionl _am DR( 1) is defined to aid readability:

bool
I _am DR(I) {

return DR(I) ==
}

The DR Priority is a 32-bit unsigned numpard the numerically larger priority isvedys

preferred. Arouters idea of the current DR on an interface can change when a PIM Hello
message is reagid, when a neighbor times out, or when a roatex’n DR Priority

changes. Ithe router becomes the DR or ceases to be the DR, this will normally cause the
DR Register state machine to change state. Subsequent actions are determined by that state
machine.

We rote that some PIM implementations do not send Hello messa int-
to-point interfaces and thus cannot perform DR election oh isierfaces.

This is non-compliant behavioDR dection MUST be performed on ALL active
PIM-SM interfaces.

4.3.3. ReducingPrune Propagation Delay on LANs

In addition to the information recorded for the DR Election, the following per neighbor
information is obtained from the LAN Prune Delay Hello option:

nei ghbor .l an_prune_del ay_present
A flag indicating if the LAN Prune Delay option was present in the Hello
message.

nei ghbor. tracki ng_support
A flag storing the value of the T bit in the LAN Prune Delay option if it is present
in the Hello message. This indicates the neiglsbmpability to disable Join
message suppression.

nei ghbor . propagati on_del ay
The Propagation Delay field of the LAN Prune Delay option (if present) in the
Hello message.

nei ghbor . overri de_i nterval
The Override_Interval field of the LAN Prune Delay option (if present) in the
Hello message.

The additional state described abds celeted along with the DR neighbor state when the
neighbor timeout expires.
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Just like the DR_Priority option, the information provided in the LAN Prune Delay option
is not used unless all neighbors on a link advertise the option. The functiandoehputes
this state:

bool
| an_del ay_enabl ed(1) {
for each neighbor on interface | {
if ( neighbor.lan_prune_delay_present == false ) {
return fal se
}
}

return true
}

The Propagation Delay inserted by a router in the LAN Prune Delay option expresses the
expected message propagation delay on the link and should be configurable by the system
administrator It is used by upstream routers to figure ouvhong the should wait for a

Join wverride message before pruning an interface.

PIM implementers should enforce a lower bound on the permitted values for this delay to
allow for scheduling and processing delays within their rousach delays may cause

receved messages to be processed later as well as triggered messages to be sent later than
intended. Settinthis Propagation Delay to toowaa value may result in temporary

forwarding outages because a downstream router will not be ablertie a neighbor’s

Prune message before the upstream neighbor stops forwarding.

When all routers on a link are in a position to negotiate a Propagation Delay different from
the default, the largest value from those advertised by each neighbor is chosen. The
function for computing the Effest2_Propagation_Delay of interface | is:

time_interval
Ef fective_Propagation_Delay(l) {
if ( lan_delay_enabled(l) == false ) {
return Propagation_del ay_defaul t
}

del ay = Propagati on_Del ay(l)
for each neighbor on interface | {
if ( neighbor.propagation_delay > delay ) {
del ay = nei ghbor. propagati on_del ay
}
}

return del ay

}

To avoid synchronization of werride messages when multiple downstream routers share a
multi-access link, sending of such messages is delayed by a small random amount of time.
The period of randomization should represent the size of the PIM router population on the
link. Eachrouter expresses its wieof the amount of randomization necessary in the
Override Interval field of the LAN Prune Delay option.
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When all routers on a link are in a position to negotiate an Override Interval different from
the default, the largest value from those advertised by each neighbor is chosen. The
function for computing the Effest Override Interval of interface | is:

time_interval
Effective Override Interval (1) {
if ( lan_delay_enabled(l) == false ) {
return t_override default
}

delay = Override_Interval (I)
for each neighbor on interface | {
if ( neighbor.override interval > delay ) {
del ay = nei ghbor. override_interval
}
}

return del ay

}

Although the mechanisms are not specified in this document, it is possible for upstream
routers to explicitly track the join membership of individual downstream routers if Join
suppression is disabled router can advertise its willingness to disable Join suppression
by using the T bit in the LAN Prune Delay Hello option. Unless all PIM routers on a link
negotiate this capabilitgxplicit tracking and the disabling of the Join suppression
mechanism are not possible. The function for computing the state of Suppression on
interface | is:

bool
Suppr essi on_Enabl ed(1) {
if ( lan_del ay_enabled(l) == false ) {
return true

}
for each nei ghbor on interface | {
if ( neighbor.tracking support == false ) {
return true
}
}

return fal se

}

Note that the setting of Suppression_Enabled(l) affects the value of t_suppressed (see
Section 4.10).

4.3.4. Maintaining Secondary Address Lists

Communication of a routerinterface secondary addresses to its PIM neighbors is
necessary to provide the neighbors with a mechanism for mapping next_hop information
obtained through their MRIB to a primary address that can be used as a destination for
Join/Prune messages. The mapping is performed through the NBR macro. The primary
address of a PIM neighbor is obtained from the source IP address used in its PIM Hello
messages. Secondagdresses are carried within the Hello message in an Address List
Hello option. The primary address of the source interface of the router MUSTHO&IO

listed within the Address List Hello option.
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In addition to the information recorded for the DR Election, the following per neighbor
information is obtained from the Address List Hello option:

nei ghbor . secondary_address_|i st
The list of secondary addresses used by the PIM neighbor on the interface
through which the Hello message was transmitted.

When processing a reged PIM Hello message containing an Address List Hello option,

the list of secondary addresses in the message completely repkapesvausly

associated secondary addresses for that neightereceved PIM Hello message does not

contain an Address List Hello option, then all secondary addresses associated with the
neighbor must be deleted. If a raaei PM Hello message contains an Address List Hello

option that includes the primary address of the sending router in the list of secondary
addresses (although this is not expected), then the addresses listed in the message, excluding
the primary address, are used to update the associated secondary addresses for that
neighbor.

All the advertised secondary addresses in vedéilello messages must be checked against
those previously advertised by all other PIM neighbors on thatacterfifthere is a

conflict and the same secondary address was previously advertised by another neighbor,
then only the most recently reced mapping MUST be maintained, and an error message
SHOULD be logged to the administrator in a rate-limited manner.

Within one Address List Hello option, all the addresses MUST be of the same address
family. Itis not permitted to mix IPv4 and IPv6 addresses